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The new approach: VMware vStorage APls for Data Protection

" Data is accessed directly from the VM storage and passed directly to the backup
server (single hop, data is not stored on the vStorage Server)

" Changed Block Tracking allows incremental backups (with periodic fulls) without
forcing a scan of the guest OS file system

VMware ESX / ESXi Server
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The new approach: VMware vStorage APls for Data Protection

" Data is accessed directly from the VM storage and passed directly to the backup

server (single hop, data is not stored on the vStorage Server)

" Changed Block Tracking allows incremental backups (with periodic fulls) without

forcing a scan of the guest OS file system

" The vStorage Server can be a virtual machine — no additional HW needed
VMware ESX / ESXi Server
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" Advanced data protection for VMware ESX and ESXi servers

" Leverages vStorage APIls for Data Protection (VADP)

" Non-disruptive, single-pass, block-level backup

" Flexible recovery options: file, volume, VM image

" Near-instant restore of files and disk volumes (Windows and Linux)
" No additional hardware required

* Simplified agent management — one agent supports multiple VMs

" Automated discovery of new VMs

" Support for LAN-free data transfer from the VMware server’s storage to the
backup server —preserving bandwidth for other uses

" Integrated with Tivoli Storage Manager for:

— Unmatched scalability — manage up to 2 billion objects in a single TSM Server
— Unified Recovery Management

— Built-in data reduction / data deduplication

— Policy-based tiered storage / data lifecycle management
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" Integrated supported product-based solution to protecting VMware with TSM
* Fast online (hot) backup into TSM

" ‘Near Zero Impact Backup’ on ESX Servers by using proxy backup server

" Coordinated backup of multiple virtual machines into TSM

" Management of virtual machine backup data in TSM

" Live user-transparent file-level restore from within running virtual machine

" Disaster Recovery from TSM via Full-VM restore*

*Not to confuse with TSM B/A Client Image level backup which works on volume basis and is not used
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" Full VM backup/restore integrated in TSM

- Command Line: TSM Full VM backup
- GUI: Action -> Restore

" VMware Backup/Restore integrated in TSM Client GUI

" vStorage API File Level Backup:

—TSM 6.2 supports vStorage API File-Level Backups
" Exports are broken into 2 GB file chunks

- TSM Client backs up chunks at a file level

- Size is tunable (2 GB is default for subfile level backup)
" Enhanced password management

= ESX Server has no service console

- TSM Linux client based backups are no option anymore
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IBEM Tiveoli Storage Manager

B Command Line Backup—Awrchive Client Interface

Client Uersion 6. Releaze 1, Level B.8 B%22FB

Client datestime: B9-26-28008 BB:37:-32

fl.c> Copyright by IBM Corporation and other<s> 1998, 28688. All Rights Reserved.

#Hode Mame: ZERGLIHNG
Bteszion establizshed with server TIGERTOM: Windows
il Server Uerszion 5. Helease 5. Level 1.8
Server datestime: H?-26-20088 BE:-3Y:33 Last access: H?-.26-20088 BB:36:57

Bt=m> BACKUP UM optimus.epsilond —umbackuptype=FULLUM —umbackdir=G:~holdingtank
| —vmbacknodelete=YES_
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TSM VMware Restore integrated in TSM GUI

& 1BM Tivoli Storage Manager !EI |
File Edit | Actions  UMilities  Wiew Help
Backup

Backup Domain

WWRICE anager. Click below to perfarm a task.

Backup Domain Image
Restore

Restartahle Restores..

Restore Wi rd Restore copies of data that are frequently updated.

Archive Fackage Restore

Refrieve Package es to server storage to Festores saved files from semver
Monitor TSM Activities 55 of data. storage.

Archive
Archive and Retrieve copies of data that are preserved for a specific period of time.

Archive Retrieve
Creates an archive copy in Retrieves an archive copy fram
long-term storage. long-term storage.
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TSM VM Selection

[ Restore Yirtual Machine
File Edit Wiew Help

=] 3
EERB

%
Restare | Options | Paint In Time |

= £ ZERGLING Il
= E 8 virtual Machines

W Marme WM Hosthame Backed Lip Host Semver Size WM Il

50 hydralisk win2003r2 - hydralisk  hydralisk 0925/2008 033234 odinstorage.uscaibmeom  TEA24 MB 502a193b-d5fa-f4a6-3acd-2healfod93
""" 1 bud % alisk 3r2 - hydralisk hydralisk 5544 |odin.starag brr.com |770.54 B [502a1930-d5a-f heaDEI093Mm
----- J[a classic

----- J[a coors

----- 103 drone

----- G droneclonet
----- 103 droneclone 11
----- G droneclonet
----- CIC droneclonet
----- 1063 droneclone?
----- 1063 droneclones
----- 163 droneciones
----- 103 epsilon3

..... J[a BUrIPa

----- J[a ganymee

----- FECa hydralisk

----- J[a longham

..... J[a mid

..... J[a Friifii

----- 103 mutalisk

----- J[a optimus

----- CI03 vmsoles

Ohject: hydralisk
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File Edit ‘iew Artions Help
=i ¥
Search/Filter Criteria Search Results
Whatta Search 21 matches underneath ZERGLING
IVinuaIMachines 'I | | Marme Marne WM Hostname Backed Up Huast Server Size
1 8 mod win2003x64r2 - mod mad 09/25/2008 04:02:48 dora.storage.usca.ibm.com 362 GB 501ad58d-529a-ﬂ
search All Objects 1 & longham win2008464 - langham  langharn 0W/24/2008 04:30:48 dora storage uscaibmcom  3BEGE G02a57d8-6475-
Start Path O & ganymede win2008x64 - gamvmede  ganymede 08/25/2008 07:00:59  dora.storage.usca.ibm.com 21GB 1 22729-27 114
IZERGLING O ) eurapa win2008x64 - europa BLropa 08/26/2008 02:41:14  dora.storage usca.ibm.com 202GB 501 226af-41845-1
O & coors win2003x64r2 - coors coars 08/26/2008 01:14:24  dora.storage usca.ibm.com T20.33MB  501aehdd-23a3-
Object Mame O & bud Wwin2003¢64r2-bud  bud 007262008 002357 dora storage uscainmcom  346GE &01aaDBh-0478-
Ianﬁ,rname 'l O 5 vmsokes 50110 -vmsolkaa wmeolxBE 09/23/2008 112813 odin.storage.uscaibm.com BTT44 MB  501afGed-esc-d
O 5 mutalisk mutalisk - win2003r2 mutalisk 09/25/2008 04:59:36 odin.storage.usca.ibm.com 207 GB 502a8ch3-4edy-
Search Options O & hdralisk win2003r2 - hydralisk hydralisk 09/26/2008 04:55:44 adin.storage.usca.ibm.com FI0A4MB  502a193b-dbfa-1
O & epsilon3 Winvista - epsilon3 epsilon3 08/26/2008 02:12:28 odin.storage.usca.ibm.com 295GB 50 atlea-e843-
I™ Date W G bptimus win2003x32 - optimus  optimus 09/25/2008 05:22:48 pancake storage uscaibm.com (3.8 GB 502adheb-Eh92-
[™ Size ¥ 5 mini win2008x64 - mini mini 08/25/2008 04:43:31 pancake storage.uscaibm.com 2,39 GB 502adect-dB89-(
¥ & dronecloned draneclione 4 draneclongd 09/26/2008 06:18:56 pancake storage uscaibmcom 236 GB A02a8dd9-hfag-c
¥ @ dronecloned draneclone & droneciones 08/26/2008 06:04:14  pancake storage.uscaibm.com 221 GE A02a2094-1900-
¥ @ doneclone? droneclone’ draneclone’ 09/25/2008 04:42:33 pancake storage.uscaibm.com 1,23 GE 501 a44fc-4506-k
W & droneclonetd draneclone 19 draneclone1d 09/25/2008 07:30:35  pancake storage.uscaibm.com 2,156 GE 502a4961-149e-]
¥ & droneclonet g draneclone 18 draneclone1d 09/25/2008 07:21:30 pancake storage.uscaibm.com 217 GB 502a4f6h-014b-¢
¥ & droneclonet draneclone 11 draneclone! 08/25/2008 06:42:52 pancake storage.uscaibm.com 2.2 GB 502ac0M-92¢c4-
¥ & droneclonell draneclone 10 draneclone1d 08/25/2008 06:31:42 pancake storage.uscaibm.com 2,22 GB 502a376-ae8d-t
O D drone win2003r2 - drone drone 097262008 01:51:58  sanfs! storage uscaibmcom 235 GB G01a824c-182F2 |
5 . O B classic win2008x64 - classic classic 09/26/2008 00:54:01 swiper storage.uscaibm.com 3.3 GB a02adddb-d203-
garch... Filter | | | L|_
Search completed | Files inspectad: 21
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TSM 6 Preference Editor

B Preferences Editor ]

i &
General Virtual Machine Backup Preferences
Backup VM Backup Options
Restara Wi List

|epsiInn3,eurcnpa,hydraIisk,Inngh0rn,mutalisk,uptimus,drnneclune?,droneclnn98|

Include-Exclud
nelude-Exclude okl T

Snapshot WM List (1 File Level

Scheduler Type the hostname ofthe ® Full v

HEEIER Al VMware Virtual Center or ESX Server

Communication ar the backup provy

Regional Setings computer. You can add Host
more host names to the |arch0n
Authorization list hox using the comma-
separated format. The Uger
Weh Client wirtual machines will he ladministratar
: hacked up when the
Command Line backup ¥M command is Password
Diagnostics issued from the backup |*“""""""’
praxy computer. Backup Staging Area

Ferfarmance Tuning

Datastore Location
|G-t

VM Backup

[ Save local copy of Full Wi files in datastora after backup

OK Cancel Apply Reszet

|_|:| The 'General’ settings have been loaded.
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TSM 6.2.2 B/A client support for.vStorage API* IBM

TSM B/A client

Running on WS proxy*
Machine x gz Machine y E: Machine z Tivoli Storage Manager
Operating System (| Operating System || Operating System :
E E = - Storage Pool
Application Application Application =

vSphere 4.x
Physical Hardware

ﬁ\‘-’

Memory Network

vStorage APlIs provides the
capability to read directly
from the ESX storage

Internal  External
Disk Disk

*Proxy server can be a physical or virtual machine

*TSM b/a client already supports multiple ways of protecting VM environments, including in guest (TSM or Fastback), Console and VCB

vy LWL vy vy
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" Full VM Backup/Restore — VMware vStorage API for Data Protection (VDAP)
— Next generation ‘VCB’ support
— APlIs provide advanced features like direct read of *.vmdk, and changed block tracking
— Consists of two APls: VI APl and VDDK API

" Full replacement of TSM 6.2.0 VCB support (VMware Consolidated Backup)
— VCB backup/restore functions are still available with TSM 6.2.2

" Full VM block-level backup streaming (from SAN or local datastore)
— direct read of volume data to TSM Server (No staging area or 'double hop’)

" Full VM restore directly to SAN/LAN/Local datastore - direct write *.vmdk

" VMware Converter tool no longer required on restore
— Full virtual machine configuration restore/define directly to vCenter and ESX host server.
TSM now provides function previously provided by Converter tool

" Easy to Install and configure TSM backup proxy
— All required files shipped with TSM package. Eliminates install and configuration of VCB
Framework

" Use existing TSM Client interface (Backup/Restore VM commands/schedules)
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" Supports all guest-OS platforms
" Complete full snapshot of ‘live’ (running) virtual machine with pre/postsnapshot support(VMware tools)

" When Installing TSM B/A Client on physical backup proxy(off-host)
— Backup load (CPU and 1/O) off-loaded from ESX server
— Lan Free

®= VMotion aware

" Supported transports (data transfer path) SAN, HotAdd, LAN
— Auto detected with vStorage APIs

" Backup proxy
— Any Windows 2003 or Windows 2008
— Physical or virtual machine running on guest VM

" TSM related features
— TSM Server Event logging (Final stats — list of VM total attempted, success, failed, Reason for failure)

— TSM schedule type ‘Backup VM’ — supports schedule results reporting
¢ Action = “Backup”
* Sub-action= “VM”

— Client Dedup(Lan only) and Server Dedup

" |Interface
— Backup/Restore via command line from backup proxy via BACKUP/RESTORE VM commands
— Backup/Restore GUI from backup proxy, displays all VM’s available for backup/restore

* Data Format
— Full VM Images are managed on TSM server (TSM policy) and displayed as single object for backup/restore
— All data stored on backup proxy nodename on TSM server
— Each VM stored in its own filespace — “\VMFULL- <vmname>”

ELY - \‘ﬁf_{r( ol 5/ s.‘r ~
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TSM Client Side Data Deduplication
B

Deduplication-
1. Client creates chunks Enabled Disk
Storage Pool

2. Client and server identify which

—~ hunk dtob t
TSM C“ent ST IeEE T Be 5o - 4. Entire file is

reconstructed during
Backup Stgpool
operation to non-

deduplicated stg. pool

|

| 3. Client sends u

| chunks and hashes —

. to server so that it
can represent object
Exchange Server in database

hash
Index

Can be used in conjunction with VMware backups
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What is CBT (Changed Block Tracking) ?

1. Snapshot of virtual
guest volumes (vSphere
API) is initiated

2a. Full Backup: All used data Centralized
blocks from snapshots are Backup Server
backed up
or (physical or
2b. Differential/Incremental virtual machine)

backup: Only changed
changed blocks reported by
VMware are being backed up
(Changed Block Tracking)

vSphere/ESX Server -
SAN

3. Client backups
additional control VM
control information

!_ (vStorage API for Data

= Protection)
_ 4. Client removes
_ snapshot

Backup Server

SAN Storage Subsystem

vy
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What is CBT continued

CBT allows backup applications to query the VMkernel to find out which disk blocks have changed in a VM
disk file since the last backup operation.

CBT instantly finds out, which disk blocks need to be backed up. This enables fast incremental backups.

Two block operations
— 1. Identify empty blocks and do not back them up
Supported with TSM 6.2.2
— 2. ldentify changed blocks and backup only changed blocks as incrementals
Not supported with TSM 6.2.2
Refer to the Statement of Direction section

= Limitations, CBT does not work:
— Virtual hardware version 6
— Virtual RDM ( raw device mapping) disks
— Virtual Disks which are attached via shared iSCSI

1 1 1 1 1 1 1 1 1 1 1 1 1 1
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Supported vSphere/ESX Datastores

All types of Datastores are supported (no TSM mounting required)
- SAN via Fiber

- SAN via iSCSI

- LAN via NFS

- Local
I':-_ REPMONSERYER - ¥Sphere Client - |E||
File Edit “iew Inventory Administration Plug-ins  Help
ﬁ E E} Harre bgﬂ Inventory D@ Hosts and Clusters Bl=| Search Inventory ‘C
& +
H & 5
Bl [ REPMONSERVER 10.10.10.49 YMware ESX, 4.0.0, 164009
= DakaCenterl
ﬂ;: foldert Surmmary al Machines Ty 8 T = Configuration ks ! Alarms ' Per Har du
= 10,10,10.49 i
g B WM1_Local Hardware Wiew: |Datastores Devices
@ YMZ_SAMN Processors Datastores Refresh Delete  Add Storage...
% VWNS_SPFSSF\N Memary Identification | Status | Device | Capacity Free | Tvpe | Last Update |
in
) Wirdows 4 NES v Shorage B 5aN_Repository & Normal OPMFILER 15051 ... 13,756 116866 wmfs3 12/14/2010 3:42:42 PM
Metwarking B NFS_Repository &  Mormal 10.10.10.48:fmnt.., 987,31 MB 95299 ME MFS 12/14/2010 3:42:42 PM
Storage Adapters H Local_Repositary O Alert Local ¥Mware, Di... 8.25GE  250.00MB  wmfs3 12(14/2010 3:42:42 PM
Network Adapters © NFS_Win Repost.. @ Normal  10.10.10.47ysha.  39.99GE  22.69GB NFS 12{14/2010 3:42:42 PM
Advanced Settings

vy
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Installing vStorage API (VDAP) Support

i'é'a 1BM Tivoli Storage Manager Client - InstallShield Wizard |

Setup Type

Choose the setup bype that best suits vour needs.,

Flzase select a setup type,

" Typical

Mosk commonly used program Features will be installed.

i‘é‘n IBM Tivoli Storage Manager Client - InstallShield Wizard

Custom Setup

Select the program Features wou wank installed,

Choose which program features wou want installed and where thesy
will be installed, Recommended For advanced users, Click on an icon in the list below to change how a Feature is installed,

- Feature Description

Backup-Archive Client GUI Files ;I i Backup Taol
ware Backup Tools

Backup-archive Client Web Files
Client API {64-bit) Runtime Files
Client &PI (32-bit) Funkime Files
Client APT SDK Files This Feature requires S7ME on
Administrative Client Command Lin vour hard drive.

Logical Wolume Snapshot Agent

IrskallShield

< Barck I Next = I Cancel |

1| | 3

Inskall ko

F:'\Program Files\ Tivoli, TSM), Change... |
Instalshield
Help | Space | « Back I Mexk = I Cancel I

1. Select Custom Install

1. Select VMware Backup Tools

\

1 / 1 LY ] 1 1 1 1 1 } 1
~ rd ~ ” ~ Cd \!g%:-.t ~ _- - X \‘;" ’f ~ -~ \‘ ", \) »i, \‘\ _’, \@z s\ Il \é‘—é’ 'h:‘ I_J \.\ ’/
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" Commands
— BACKUP VM vmname
* Domain.vmfull option is used if no ‘vmname’ specified

— RESTORE VM vmname —name=newname —datacenter=TivoliARCLab —host=esxhost1.ibm.com —
datastore=ds4700_svt1
* Restore to original virtual machine location
Override virtual machine name, datacenter, ESX host or datastore location with
command line option or GUI Restore options dialog.
No VMware Converter tool needed
TSM 6.2.2 supports both VCB-type and VSTOR-type Full VM Image restores
When restoring a VCB-type Image — TSM 6.2 restore steps required — vcb full image
files restored to staging area, Converter tool required for final restore step

—No change from TSM 6.2.0 command syntax, no need to change existing
schedule definitions

—New option vmfulltype=[vstor | vcb] to enable vStorage-type backups
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Backup VM

=111 x1
File Edit Actions LHilities “iew Help

| leFbl search Irve
Welcome to IBM Tivoli Storage Mana elEllR T I ETa TS -0 x|

File Edit iew Help

| = =
Backup == ®

SEI el 5 Backup | IVMWare Full wm feStorace) LI

Backup = [ GUEST_vM1 [ ] T Narne M Hosthame |

Coplesfilestc| = EE vitual Machines V¥ D Win_xP_SAN Wir_xP_SAN guest_vm2 rurnin
prevent loss o =-E 0 10.10.10.48

(0 vM1_Local

. G WM2_SAN
(0 WM3_NFS
(3 Win_x<P_SAN
130 Windows XP NFS

Archive
Archive and R

Archive
Creates an ar
long-term stor

| Rl | o] ol | 0
W ﬁ‘ Alarmns | Chject: Win_xP_SAk

vy AL \
-~ b ]
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Backup VM Progress

REPMONSERYER - vSphere Client O] x|
File Edit ‘Wiew Ioventory Administration Plug-ins  Help
ﬁ E ‘Q Horme [ |‘_‘T:lj Inventary [ Hosts and Clusters | Fl=| Search Inventory |Q |
+ +
B & H
= ) REPMONSERVER 10.10.10.49 ¥Mware ES¥, 4.0.0, 164009
= DataCenterl
ﬁ; Folderl Summary - Virbual Machines ' Resource Allocation ' Performance - eyl liE eyl asks & Events ' alarms ' Permissions ' Maps s | Hardware Status
= 10.10,10.49 ) it
B G vMi_Local Hardware Wiew: |Datastores Devices
@ WMZ_SAN Processors Datastores Refresh Delete  Add Storage. ..
@ VWS—NFS Memary Identification | Status | Device | Caparity | Free | Type | Last Update |
1 win_xP_SAN , Storage .
@ Windows ¥F NES g i@ Task List -Inlﬂ =B 11.68 GB wmfs3 12/14/2010 4:42:45 PM
Metworking - MB  982,99ME MNF5 12/1412010 4:42:45 PM
Storage Adapters | | | SE 250,00 ME  wmfs3 12142010 4:42:45 PM
Backu Sto Report w Collapse
Network Adapters g @ stop B Rep P GB  22.69GE MFS 12/14/2010 3:492:42 PM
Advanced 3ettings Inspected: 1
Wil Configuration
Software | 4 86 KB
Licensed Features Transferring... Properties...
Tirme Configuration = j
CMS and Routing

; _ [

*

Recent Tasks

Marme | Target | Status | Details | Intiated by~ | wCenter Server | Requested Start Ti... = | Start Time | Completed Time |
@ Create virbual machine snapshot @ Wh11_Local &  Completed Adrniniskrator @ REFMOMNSERY... 12J14/20104:58:17 ...  12/14/20104:55:17 ...  12/14/2010 4:55:24 ...

LWL vy vy Ay s
-~ - -

.

[} [} 1 ] 1 1 | | [} I 1
\.\ f/ -..‘ lz \‘/ \é—! \%’ \l\ -’, \(‘ ;’4 -..\ l; Nl \.\ L \\ 'z




Restore Full VMs (replaces VMware Converter tools)

B 1804 Tivoli Storage Manager
File: Edll rhcﬁons LAilies  Miew  Help

Backup

WWeltt Backup Domain
Backup Domein rmana

nager. Click below to perfarm a &sk.

EESTCII'E -:-::'ll:ualrhn: !ﬂm
— I B
£ Reglatapig g —— = =0 =
N - EEEERE ?
Archive Packa  pmesre | osdons | pointinTme |
Eelrieve Pack —
——— — [cE@Erone [ [ w ] Hame | wbosname | Backedup | HostSerer | S Wi
mnnmrTﬁm; 8 Ewtj;ﬁ'“““"“g 2 2 medralisx wWin2003rz- hydrallsk  hydralisic 0925200803238 odnshrageusczibm.oor  FE924 MB  502a193b-d5Me-Téa6-Tact-2bealBad93m
I J\ bud = i -
e e A g dagsie
EHlg conrs
2l drore
1 Jf droneckneil Iijlg__gd_t__'ﬂew Fdms Help
Jl drineikeg 1 R =
g dranacinedd i s = ¥
i j :rcrect-‘e;ﬂ SearchiFiller Criterin Search Fesulls
ranedkns
I dronechned 'ﬂ_‘rﬁlmsaear!:h 3 ereslchas undamesth ZERGLING
DG dromecionst it Wachnge = [ e Hama M Hisime Bakeall | Hosl Sarws | 5w
G apsilon o &1 egd winfi&EI-mpd  mpd D250 DEDELE doraskrapeuscaibmoam  36ZGE SO0 adeld-Eles .
Dl sunps Search All Objects o G longhom winZisdd - longhom  longham [SCE006 04: 30048 dora skrage uses) ummm SBEGE  SI0aSTOEEATS
L gammede Stzt Pah O @ garmed wind0226 - garmesdn ganymide NECREARMO NP AED Zor : 2AG0 Bl IR ITEE
= L araliz BERELING O & eunga winI0EEd - duiocd  ewepa Ihmm- Destination s —— 1 2FRarAMES1
L longhom - i T WindDIEdrd - caore oooss lapthdd-Fla3-
0 mga Htje| Namg d B eu WNHDBEAD- bus ,_... m Selatt dastiiation for restored objects | annuTE
TIGE mini ary name > o G vmestes 20l -¥mzabBE wzabdh | atieE-Seec-t
ZiGg mutalizk | gruursr rulslisk-wind0id?  musaksk Restors to JakeEd4eT-
il optrnus Saasch Oplions O & ik WnINE - hpsrlsk  rdrakisk TS
g vmsatste = L f epsiona WitMea - paland  epsind B Origingl locolion {1 atieaea53
e 7 151 epimis Winz0EaE-opiiis opmus Following location lalesEnas
i &) i winZ0E64 - reind miei Tadechas0-0
F G cranesionsd mnetiong B droracionel Name: dronedioned2 TabdfarEd-o
B 8 enonteion i diosielinel Datacenter. Tholl4RClab iR
n 5 daneone? drinediomeT draseeloneT || a3 L 506§
’ P G dunslonstd drnedons 19 dnumeelneld Host boota storage uscadomeon  Hyayastane-:
frydralizk: [ G eronecion21 B aranziong 18 dronarionend Datastore’ ds4700 .5.,{ halﬁi_b-tﬁv‘:-e
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Restore Individual Files

File Edit Actions Uilities Yiew Help
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= RESTORE VM vmname

-vmname=newname
-datacenter=TivoliARCClab
-host=boots.usca.ibm.com
-datastore=ds4700_ svt

" VMName: Virtual machine display nhame
" Datacenter: VMware datacenter name defined to the vSphere vCenter
" Host: VMware ESX host server defined to vCenter Datacenter

" Datastore: Location for volume data and configuration files
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" TSM Management Class policy settings will control the number of Full VM
backups

" The default MC of the backup proxy node will be used. VMMC option can
be set to override the default MC.

" VCB-type Full VM Images will not be expired by VSTOR-type Full VM
backups




Considerations with vStorage API Full-VM backup in V6.2.2

" No subfile backup

" Client-side deduplication is available
—Assuming V6.2 TSM server

" No compression
—Except when used with client-side deduplication

" No client encryption
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" Auto discovery new virtual machines
—TSM communicates with VMware vCenter inventory (VMs, Host, VM
containers)
—DOMAIN.VMFULL keywords maps to VMware containers all-vm, vmhost,
vmfolder

" Auto detect transport — SAN, LAN, Hotadd

" Server Dedup / Client Dedup (LAN only)

1 1 1 1 I | 1 1 | 1 I 1
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" TSM Server Event loggin
— Final stats — list of virtual machines, total attempted, success, failed

— Reason for failure per virtual machine

" TSM Schedule type ‘Backup VM’
— replaces sched type=command/macro for schedule results reporting

€ Backup VM Final Statistics —
Total VM processed, successful, failed
*Logged to TSM Server Activity Log*

AHS1 ARl Roturn c
NHE17A1 1] Highese

Al 272018 18:14:4: 3 ; :111-13' Hmlr I.IIH:-!HH:IF:.'-! *  Backup WH

Al 272818

Wl <AL

PLAT/ZRLE 16:14:4 : a1 machdeas ": : ':. . ' i € TSM Serer Activity Log

Bl 272018 1@:14:44 RAME 21 £al nuAber . .
I L / Epr e Total number of VMs failed. List of
PLAST/E0I0 10:15:0 iad 58, W A VMs by name and reason for failure

i
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Support multiple recovery options from image backup and vStorage API change block tracking (CBT)
- File/VVolume/Disk/Full VM restores from an image backup (multiple OSs are supported)

Added Value
File level recovery from any OS

Near-Instant Volume Restore _TSM for VE « A
Running on Windows proxy
— L0\
%TI Machine x Machine y EI Machine z TIVOII Storage Manager
Operating System || Operating System || Operating System Storage POOI

Application Application Application

' Backup VM image

vSphere 4.x

Physical Hardware

(\ . Mount image directly from TSM disk
v > storage pool, expose it locally or using

S 7 an iSCSI target interface
CPU Memory Network Internal  External
Disk Disk

Restore single file directly to guest
(or any other target)
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Product data has been reviewed for accuracy as of the date of initial publication. Product data is subject to change without notice. This information could
include technical inaccuracies or typographical errors. IBM may make improvements and/or changes in the product(s) and/or program(s) at any time
without notice. Any statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and
objectives only.

The performance data contained herein was obtained in a controlled, isolated environment. Actual results that may be obtained in other operating
environments may vary significantly. While IBM has reviewed each item for accuracy in a specific situation, there is no guarantee that the same or similar
results will be obtained elsewhere. Customer experiences described herein are based upon information and opinions provided by the customer. The
same results may not be obtained by every user.

Reference in this document to IBM products, programs, or services does not imply that IBM intends to make such products, programs or services available in
all countries in which IBM operates or does business. Any reference to an IBM Program Product in this document is not intended to state or imply that
only that program product may be used. Any functionally equivalent program, that does not infringe IBM's intellectual property rights, may be used
instead. It is the user's responsibility to evaluate and verify the operation on any non-IBM product, program or service.

THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER EXPRESS OR IMPLIED. IBM EXPRESSLY
DISCLAIMS ANY WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE OR INFRINGEMENT. IBM shall have no responsibility to
update this information. IBM products are warranted according to the terms and conditions of the agreements (e.g. IBM Customer Agreement, Statement
of Limited Warranty, International Program License Agreement, etc.) under which they are provided. IBM is not responsible for the performance or
interoperability of any non-IBM products discussed herein.

Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available
sources. IBM has not tested those products in connection with this publication and cannot confirm the accuracy of performance, compatibility or any
other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

The providing of the information contained herein is not intended to, and does not, grant any right or license under any IBM patents or copyrights. Inquiries
regarding patent or copyright licenses should be made, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
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The following terms are trademarks or registered trademarks of the IBM Corporation in either the United States, other countries or both.

=AIX

=AIX 5L

=BladeCenter

=Chipkill

*DB2

=DB2 Universal Database
*DFSMSdss

*DFSMShsm
*DFSMSrmm

*Domino

=e-business logo
*Enterprise Storage Server
*ESCON

=eServer

*FICON

*FlashCopy

*GDPS

*Geographically Dispersed
Parallel Sysplex

*HiperSockets

*i5/0S

*IBM

*IBM eServer

*IBM logo

*iSeries

*Lotus

*ON (button device)
*On demand business
*OnForever
*OpenPower

=0S/390

=0S/400

=Parallel Sysplex
*POWER

*POWER5

*Predictive Failure Analysis
*pSeries

=S/390

=Seascape

=ServerProven
=System z9

*System p5

=System Storage
*Tivoli

*TotalStorage
*TotalStorage Proven
*TPF

=Virtualization Engine
=X-Architecture
*xSeries

=z/0S

=z/VM

=zSeries

Linear Tape-Open, LTO, LTO Logo, Ultrium logo, Ultrium 2 Logo and Ultrium 3 logo are trademarks in the United States and other countries of Certance, Hewlett-

Packard, and IBM.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States and/or other countries.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States and/or other countries.

Intel, Intel Inside (logos), MMX and Pentium are trademarks of Intel Corporation in the United States and/or other countries.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Linux is a trademark of Linus Torvalds in the United States and other countries.

Other company, product or service names may be trademarks or service marks of others.

R W O

\li

vy

€ ¥ © &

,'.W ;

{ri 4

\

Dol I IR AR AR AN IR ]



IBM

Trademarks and disclaimers

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel Corporation or its subsidiaries
in the United States and other countries./ Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both. Microsoft, Windows, Windows NT, and the Windows logo are trademarks of
Microsoft Corporation in the United States, other countries, or both. IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency which is now part of the Office of
Government Commerce. ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office. UNIX is a registered
trademark of The Open Group in the United States and other countries. Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both. Other company,
product, or service names may be trademarks or service marks of others. Information is provided "AS IS" without warranty of any kind.

The customer examples described are presented as illustrations of how those customers have used IBM products and the results they may have achieved. Actual environmental costs and performance characteristics may
vary by customer.

Information concerning non-IBM products was obtained from a supplier of these products, published announcement material, or other publicly available sources and does not constitute an endorsement of such products by
IBM. Sources for non-IBM list prices and performance numbers are taken from publicly available information, including vendor announcements and vendor worldwide homepages. IBM has not tested these products and
cannot confirm the accuracy of performance, capability, or any other claims related to non-IBM products. Questions on the capability of non-IBM products should be addressed to the supplier of those products.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Some information addresses anticipated future capabilities. Such information is not intended as a definitive statement of a commitment to specific levels of performance, function or delivery schedules with respect to any
future products. Such commitments are only made in IBM product announcements. The information is presented here to communicate IBM's current investment and development activities as a good faith effort to help
with our customers' future planning.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput or performance that any user will experience will vary depending upon
considerations such as the amount of multiprogramming in the user's job stream, the 1/O configuration, the storage configuration, and the workload processed. Therefore, no assurance can be given that an individual user
will achieve throughput or performance improvements equivalent to the ratios stated here.

Prices are suggested U.S. list prices and are subject to change without notice. Starting price may not include a hard drive, operating system or other features. Contact your IBM representative or Business Partner for the
most current pricing in your geography.

Photographs shown may be engineering prototypes. Changes may be incorporated in production models.

© IBM Corporation 1994-2010. All rights reserved.
References in this document to IBM products or services do not imply that IBM intends to make them available in every country.

Trademarks of International Business Machines Corporation in the United States, other countries, or both can be found on the World Wide Web at
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